Workshop on Reducing Internet Latency
goals for taxonomy session

survey sources of latency

categorise solutions
— quantify benefits
— consider deployment aspects
— short-term & long-term applicability

common reference framework for discussions

schedule
— [10-15] Joe Touch, ISI Factors underlying the problem space
— [10-15] Bob Briscoe, BT Solution space — systems focus
— [10-15] Lucien Avramov, Cisco Solution space — intra-box focus

— [10-15] open to contributions from the floor
— [50-30] discussion
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REDUCING INTERNET TRANSPORT LATENCY

survey

of latency reducing techniques

and their merits
a work in progress

Bob Briscoe, Anna Brunstrom, Gorry
Fairhurst, Stein Gjessing, David Hayes,

Andreas Petlund, David Ros, Ing-Jyh
Tsang



goal for this talk

industry roadmap of techniques
gain vs pain
— latency reduction against deployability

“A Survey of Latency Reducing Techniques and their Merits”
— ~190 references

— a work in progress

— available soon via http://riteproject.eu/publications/

evolved from BT roadmap work, but repurposed
— a company tries to prioritise the quick wins
— an industry also needs to identify hard problems being avoided



latency-reducing techniques

organised by sources of delay

3.2 Interaction between endpoints

3.2.1 Protocol Initialisation

3.2.2 Secure session initialisation

3.2.3 Packet loss recovery delays:




latency-reducing techniques

organised by sources of delay

3.2 Interaction between endpoints

3.2.1 Protocol Initialisation
3.2.1.1 TCP fast open
3.2.1.2 Pipelining

3.2.2 Secure session initialisation
3.2.2.1 Transport layer security negotiation
3.2.2.2 Building encryption into TCP
3.2.2.3 Bootstrapping security from the DNS

3.2.3 Packet loss recovery delays:
3.2.3.1 Application tolerance to errors and order of delivery

3.2.3.2 Reduce error detection time
3.2.3.3 Add redundancy
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small (20kB) flow over WAN
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reduction in

completion
time case (1b): small (20kB) flow over LAN
A
100%
data
pre-fetch
TLS-FS+ et
TFO+IW10 help
50% — cache
TFO+IW10
DCTCP .
TII:_: TFO IW10
- a2 o DNS pre-fetch
0 | - ECN e RTO-restart >
Very Hard or Costly Feasible DeB!qy_
for example... all at both ends both ends  sender only ability

once & network network only



reduction in

completion
time  case (2a): large flow over WAN
A
100%
data
pre-fetch
50% —
CDN
M DCTCPic EBPECN _ TISFS  AQM  Tro+iwio — TDNSpreffetehnms
Very Hard or Costly Feasible DeB!qy_
for example... all at both ends both ends  sender only ability

once & network network only



Transaction Layer Security (TLS)

aka secure sockets layer (SSL) or https

client
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TLS adds: 2 RTTs
False Start cuts thisto: 1 RTT

TLS with TCP handshake: 3 RTTs

time

TLS with TCP Fast Open: 1 RTT
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a figure of merit: average rate

Bob Briscoe, BT

Anna Brunstrom, Mohammad Rajiullah,
Karlstad University

Olga Bondarenko, Simula Research Labs



inaccessible capacity in a dedicated access link

capacity 1000

inaccessible to 100
a lone flow in a:
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CDF w.r.t # of Flows

Flow Size [B]

Fig. |: Prob. of number of flows seen for a given flow

size
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CDF w.r.t Fraction of Bytes
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Fig. 2: Prob. of fraction of total bytes transferred for a
given flow size



